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Abstract 1. Intr oduction

Congestion control ensures that network resources are
divided fairly and e‘iqently among competing connegﬂons. recognized that data tfarf often requires no firm guarantee
Although congestion control has been studied by

. . > of bandwidth, but instead can send at whatever rate is
researchers for a long time, very high-speed networks using . . .
convenient for the network. This is calledvéailable Bit-
ATM pose a new set of challenges.

. . . Rate” trafic by the AM Forum. ABR trafic gives the
The proposed credit-based mechanism provides flow . X o
; ) . . network the opportunity to fé#r guarantees to high priority
control tailored to AM networks. Simulation, analysis and . L L .
. N traffic, and divide the remaining bandwidth among ABR
experiments on switching hardware have shown that for a .
wide variety of trdfic patterns, credit control is faiuses connections.
: rety Ic p ' a To support ABR trdfc the network requires a feedback
links eficiently, minimizes delayand guarantees no cell

. . : . mechanism in order to tell each source how much data to
loss due to congestion. The credit system is especially weIIsend A number of such mechanisms have been proposed
suited to data tréit that is burstyunpredictable, and has : prop

. for ATM, with considerable debate as a result. The two
little tolerance for delay . . .
. . main mechanisms are called credit-based flow control and
Other approaches to flow control, including rate-based

. . rate-based flow control. In late 1994, thEMAForum voted
flow control, may require less expensive hardware and may . -
; . for rate-based flow control, but without committing to the
be efective for steady tréit, but do not handle bursty details of anv particular algorithm
traffic well. While no one can predict what kind of fiaf yp 9 :

. . . This article summarizes the technical basis for credit
will dominate future networks, recent evidence suggests . .
L . flow control, including some fundamental advantages of
that it will be bursty Thus a major challenge for network

research will be to find congestion control mechanisms thatCredlt which could be adopted by other mechanisms. W

NS hope thereby to speed the evolution dMAflow control,
blend the hardware simplicity of rate-based flow control and minimize the risk of standardizing inadequate solutions
with credit-based flow contrad’ ability to handle bursts. 9 d '

This research, in turn, will depend on more experience with Thls article “avoids political and short-term pragmatic

o . . issues, such as migration paths and interoperahilityng
real applications and high-level protocols running over . ;
ATM that flow control mechanisms adopted now may be in use

The high-speed networking market is solidifying long aftgr SUCh. issues aredotten.
. S ) : Section 2 introduces the problem that flow control
quickly, and basic issues in congestion control should be . . . .
X solves, along with desirable properties of any solution.
well understood before the market is forced to choose a . . 4
. : . Section 3 presents two general kinds of networKicréfat
solution with unknown properties. The lessons learned from

: . . flow control must cope with. Section 4 provides details of
the credit-based approach should be incorporated into what: . . . ) :
o . the credit mechanism, using static or dynamiddrudlioca-
ever flow control system that is finally standardized or

. ) tion, and Section 5 gives some intuition as to why it works

widely implemented. . . )
well. Section 6 outlines the rate-based scheme. Section 7

describes how to add benefits of credit control to rate-based
systems. Section 8 summarizes some flow control simula-
tion studies and actual experimental results oRAMA

This research was supported in part by BNR and Intel, and in part by switching hardware. Section 9 contains fundamental
the Advanced Research Projects Agency (DOD) monitored byAARP reasons why credit flow-control has advantages over rate-
CMO under Contract MDA972-90-C-0035 and by AFMC under Contract based, and the concluding section suggests ways in which
F19628-92-C-016. the advantages of both may be combined.

Over the last year theTM standards community has
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2. Flow control problem be assigned rates corresponding to fair shares of the bottle-
neck bandwidth with little risk that some of them will stop
Any data network has bottlenecks: points where more sending and lead to underutilized links. Switches can use a
data can arrive than the network can cafhese points are ~ small amount of memoygince bursts in tr&€ intensity are
often in switches with multiple ports; congestion arises rare.
when data, destined for a single output port, arrives at many Sources of smooth tfat include voice and video with
inputs. The universal short-term solution involvesféuf  fixed-rate compression. The aggregatéeatfof a lage

memory in which a switch can temporarily queue data humber of bursty sources may also be smooth, particularly
directed at overloaded Outputs_ In the |onger term, noin a wide-area network where the individual sources are

amount of buring is suficient: instead, each source of relatively low-bandwidth and uncorrelated. Rate-based flow
traffic flowing through a bottleneck must be persuaded to control works well with smooth traé.
send no more than its fair share of the bottlersecpacity Bursty trafic lacks any of the predictability of smooth
This is fundamentally a feedback control problem, and traffic, as observed in some computer communications
many control ideas and princip|es appE{ach network traffic [5] Some kinds of bursts stem from users and appll-
switch collects information about congestion, and informs, cations. A Mosaic user clicking on a link, for instance,
directly or indirectly the sources of data. This feedback is Wants to see a page or image as soon as possible. The
usually based on the amount of fenfspace available or in  network cannot predict when the clicks will occixor
use in the switch. The sources act to control how much dateshould it smooth out the resulting fief since doing so
they send. This control loop has a delay of at least twice thewould hurt Mosaics interactive response. Other sources of
propagation delay between the switch and control point. bursts result from network protocols that break up transfers
Control systems should seek to minimize this desiyce into individual packets, windows, or RPCs, which are sent
switches will need to btdr any data that arrives after they at irregular intervals. These bursts are sporadic, and typi-
signal the congestion status but before the end of the. delay cally do not last long enough on a high-speed link to reach
A variety of technical goals, some of them conflicting. Steady state over the link round-trip time.
are desirable for any flow control mechanism. Data should ~The most visible sign of network overload due tofizaf
rarely, if ever be discarded due to exhaustion of switch bursts is usually bégr exhaustion. Credit flow control
buffer memory Such data may have to be retransmitted works well with such trdiic because it directly controls
after a possibly lengthy time-out period, further contrib- buffer allocation.
uting to network congestion and the delay seen by the user
Links between switches should be used at full capacity4. Credit-based flow contol
whenever possible. For instance, if one connection sharing ¢
link reduces the rate at which it sends, the others should We briefly review credit-based flow control. Imple-
increase as soon as possible. All the connections which armenting link-by-link, petvVC (virtual circuit) flow control,
constrained by a bottleneck link should get fair shares ofthe scheme generally works over a VC link as follows. As
that link. The flow control mechanism should be robust; depicted by Figure 1, before forwarding any data cell over
loss or delay of control messages, for instance, should nothe link, the sender needs to receive credits for the VC from
cause increased congestion. The network administratorthe receiverAt various times, the receiver sends credits to
should not have to adjust any complex parameters tothe sender indicating availability of Wef space for
achieve high performance. Finaltye flow control mecha-  receiving data cells of the VC. After having received
nism should have a cost commensurate with the benefits icredits, the sender is eligible to forward some number of

provides. data cells of the VC to the receiver according to the received
credit information. Each time the sender forwards a data
3. Two traffic models cell of a VC, it decrements its current credit balance for the
VC by one.
Any prediction of how well a flow control scheme will There are two phases in flow controlling a VC. In the
work requires a model for the behavior of networkficafA first buffer allocationphase, the VC is given an allocation

full-blown model might involve characteristics of applica- of buffler memory Buf_Alloc , in the receiverin the
tions and highelevel protocols. For our purposes it is Secondcredit contol phase, the sender maintains a non-

enough to distinguish betwesmoothandburstytraffic. negative credit balanc&rd_Bal , to ensure no overflow
A smooth trafic source dfers a constant and predictable of the allocated béér in the receiver _
load, or only changes in time scales that agel@ompared An experimental OC-12 (622-Mbps)TM switch [2]

to the amount of time the flow control mechanism takes to With credit flow control has been developed by BNR and
respond. Such tréi€ is easy to handle well; the sources can Harvard. An AM network testbed involving multiple
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Figure 1: Credit-based flow control Figure 2: Credit Update Protocol (CUP)

applied to each link of a VC

copies of this switch and a variety offl{ host adapter  when the receiver sends credit recéidd_Cnt to the
cards is operational. Experiments on this testbed havesender Thus Crd_Bal computed by the sender using
confirmed the benefit of credit-based flow control as Equation (1) is the proper new credit balance, in the sense
described in this article. (See Section 8.) Independently that as long as the sender transmits no moreGhanBal
Digital Equipment Corporation has also developed a credit-cells, it will not overrun the V@' allocated bdér in the
based AM network. receiver See [8] for a scheme of usiegedit_check cells

For the remaining section, we first describe a protocol for periodically sent from the sender to the receit@recover
the credit control phase. Then we introduce the notion of from possible loss of data or credit cells.

static vs. adaptive credit control, reflecting if thefeuéllo- The frequency at which the receiver sends credit records

cation is static or adaptive. Next, we overview the sender for a VC depends on the VEprogress. More precisely

and receivepriented adaptive approaches. Finallye each time after the receiver has forwardé®™ cells for

describe in some detail a receiniented adaptive bidr some positive integeN2, the receiver will send a credit

allocation scheme. record upstream. The value NP can be set statically or
adaptively

4.1. Credit Update Protocol The Buf_Alloc  value given to a VC determines the

maximum bandwidth allowed to the VC by credit flow
TheCredit Update Potocol (CUP) [8] is an dfcient and control. Without loss of generalitywe assume that the
robust protocol for implementing credit control over a link. maximal peak bandwidth of any link is 1, and represent the
(A link can be a physical link connecting two adjacent rate of a VC as a fraction of 1. For the rest of Section 4 we
nodes, or a virtual circuit connecting two remote nodes.) Asalso make a simplifying assumption that all links have the
depicted by Figure 2, for each flow-controlled VC the same peak bandwidth of 1. LRTT be the round-trip time,
sender keeps a running tofad_Cnt of all the data cells it  in cell transmission times, of the link between the sender
has transmitted, and the receiver keeps a running totaand the receiver (see Figure 2) including both link propaga-
Fwd_Cnt of all the data cells it has forwarded. (If cells are tion delays and credit processing time. Assume that the
allowed to be dropped within the receivEwd_ Cnt will receiver uses a fair scheduling policy between VCs with
also count these dropped cells). The receiver will encloseCrd_Bal > 0, when forwarding cells out from its output
the up-to-date value ofwd_Cnt in each credit record link. Then if there aré active VCs competing for the same
transmitted upstream via a credit cell. When the senderoutput link, the maximum average bandwidth oR@&iT that

receives the credit record with valdevd_Cnt, it will the VC can achieve is:
update the credit balandgérd_Bal , for the VC: BW = Buf_Alloc / (RTT + N2*N) )
Crd_Bal=Buf_Alloc «(Tx_Cnt-Fwd_Cnt) @ Note that when there is only one VC using the output port,
whereBuf_Alloc s the total number of cells allocated to i.e., N = 1, the VC$ bandwidth can be as high Bsf_
the VC in the receiver Alloc /(RTT +N2 ).

Note that the quantityTx_Cnt - Fwd_Cnt |, repre- The CUP scheme is a lower level and lighter weight

sents the “outstanding credits” which correspond those cellsprotocol than typical sliding window protocols used in, e.g.,
of the VC which the sender has transmitted but the receiverX.25 and TCPIn particulay CUP is not linked to retrans-
has not forwarded. As depicted in Figure 2, these cells aremission of lost packets. In X.25 or TABss of any packet
“in-flight cells to arrive” and “cells in queue” at the time Wwill stop advancing the window until the dropped packet
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has been retransmitted successfullp implement this, which have data to forward and are not congested down-
each data packet carries a sequence nuriibepntrast, in stream.

CUP the sender does not retransmit lost data cells, the Adaptive bufer allocation can be implemented at the
receiver does not reorder received cells, and data cells dsender or receiver node. As depicted by Figure 3, in a
not carry sequence numbers. sendeforiented adaptive scheme [8l]1the sender adap-

It can be shown [10] that CUP produces the samieibuf tively allocates a shared input-keif at the receiver among
management results as the well-known “incremental” credit a number of VCs from the sender that share the sarfer buf
updating methods (see, e.g., [3, 6]). In these other methodspool. The sender can allocate feuffor the VCs based on
instead of sendingwd_Cnt  values upstream the their measured, relative bandwidth usage on the output port
receiver sends incremental credit values to be added tcp [8].

Crd_Bal atthe sender
V€l Location where Adaptive
VC2 IZ\/ Buffer Allocation Takes Place

VC3

We call a credit-based flow contrstiatic or adaptive if Sender
the bufer allocation is static or adaptive, respectivétya
static credit control, a fixed value Buf_Alloc  will be sharea ™~
used for the lifetime of a VC. Requiring only the implemen- .
tation of CUP in Section 4.1 or some equivalent protocol, Recelver
the method is extremely simple.

There are situations, howeyewhere adaptive credit
control is desirable. In order to allow a VC to operate at a  Receiveroriented adaptation [9] is depicted by Figure 4.
high rate, Equation (2) implies thBuf_Alloc  must be The receiver adaptively allocates a shared outpdebuf
large relative t(RTT+ N2*N . Allocating a small bdér to among a number of VCs from one or more senders that
a VC can prevent the VC from using otherwise available share the same Waf pool. The receiver can allocate teuf
link bandwidth. On the other hand, committing agéar for the VCs based on their measured, relative bandwidth
buffer to a VC can be wasteful, because sometimes the VCusage on the output par{9].
may not get stiicient data and scheduling slots to transmit
at the desired high rate. The proper rate at which a VC car
transmit depends on the behavior of ftcafsources,
competing trdfc, scheduling policyand other factors, all of
which can change dynamically or may not be known a
priori. In this case, adaptive credit control, which is static
credit control plus adaptive adjustmengaff Alloc of a
VC according to its current bandwidth usage, can be attrac-
tive.

Generally speaking, for configurations where adar Snd
Buf_Alloc relative toRTT + N2 *N is not prohibitively
expensive, it may be simplest just to implement static credit
control. This would give excellent performance. Otherwise,
some adaptive bfdr allocation scheme may be used to Receiveroriented adaptation is suited for the case where
adjust Buf_Alloc  adaptively The adaptation can be a common bdér pool in a receiver is shared by VCs from

4.2. Static vs. adaptive cedit control

p

Input-Buffer

Figure 3: Sender-oriented adaptation

Location where Adaptive
Buffer Allocation Takes Plac

RTT_Z

R;j/q
Share

Output-Bufer

Figure 4. Receiver-oriented adaptation

carried out by software. multiple upstream nodes. Figure 4 depicts such a scenario:
the bufer pool at output por of the receiver switcRcvis
4.3. Adaptive buffer allocation shared by four VCs from two switch8sdlandSnd2 Note

that the receiverRcy) can observe the bandwidth usage of
Adaptive bufer allocation allows multiple VCs to share the VCs fromall the senders (that iSnd1and Snd2for
the same bdér pool in the receiver node adaptively Figure 4). In contrast, each sender can only observe the
according to their needs. ThatByf Alloc  of a VC will bandwidth usage of those VCs going out from the same
automatically decrease, if the VC does not havéicgeriit senderTherefore, it is natural to use recereeiented adap-
data to forward, cannot get §iafent scheduling slots, or is  tation in this case.
back-pressured due to downstream congestion. The freed u Moreover  receiveroriented —adaptation  naturally

buffer space will automatically be assigned to other VCs supports the adaptation N2 values for individual VCs, in
order to minimize credit transmission overhead and increase
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buffer utilization. Since only the receiver needs to N&e head for credit cells can be kept very I&mulation results

values, it can conveniently change them localas in [9] show that this overhead is generally below a few

described in Section 4.4. percent and sometimes below 1 percent.) On the other hand,
an inactive VC could be given &2 value as small as one.

4.4. Receiveroriented adaptive buffer allocation With a smalleN2 value, the receiver can inform the sender

the availability of bufer space sooneland thus increase
We describe the underlying idea of the receéented memory utilization. TheN2 value would increase only
adaptive buer allocation algorithm in [9]. In referring to  when the VCS bandwidth ramps up. Thus the required
Figure 4, IeRTT be the maximum of all theRTTs andVibe memory for eaclVC could be as small as one cell.
the size, in cells, of the common ferfpool in the receiver From Equations (2), (3) and (4), we can show that the
For each allocation interval, which is set to be at least adaptive scheme guarantees that a VC will ramp up to its
RTT, the receiver will compute a new allocation and\@n fair share. A sticient condition is that a fair scheduling
value for each VC according its relative bandwidth usage. policy is employed, the switch fef size
Over the allocation interval, I8UandTU be the number of — % *
cells forwarded for the VC and that forwarded for all khe M=4RTT + 2N ©)
active VCs, respectivelyThen for the VC, the new alloca- or lamger is used, and a significant portion of the switch
tion is: buffer is not occupied, i.eTQ<2*RTT/3 .

_ . Assume that there afé¢- 1 active VCs which in aggre-
Buf_Alloc = (M/2- TQ - N)*(VUITU) ©) gate already get the full link bandwidth of an output port of
and the neviN2 value is: the receiverNow a new VC using the same output port

starts and wishes to get its fair share, i.é\, df the link
N2 = Buf_Alloc/4 ) bandwidth. Suppose that the \8Giurrent buer allocation
whereTQis the total number of cells currently in use in the Xis insuficient for achieving this tget bandwidth. That is,
common bufer pool at the receiverFor the purpose of by Equations (2) and (4),

presenting the basic adaptive idea here, it is without loss of X 1
generality that in this section floor and ceiling notations for m Y
certain quantities are ignored, such as those in the right- 4
hand sides of the above two equations. See [9] for preciseor’ equivalently
definitions and analysis of all quantities.
It is easy to see that the adaptive formula of Equation (3) x< A RTT
will not introduce cell loss. The equation says that for each SN
allocation interval, the VCs divide the “pie” of sib&/2 - Note that with the current allocatiofy by Equation (2) the

TQ- N according to their current relative bandwidth usage relative bandwidth that the VC can achieve satisfies:
VU/TU. Thus, the total allocation for all the VCs is no more VU X

than M/2 - TQ-N) +N or M/2 - TQ assuming the each of TR T

theN VCs is always given at least one cell in its allocation. RTT+7 IN

Since allocation intervals are at Ie&SET apart, after each i . ) ,

new allocation, the total number of in-flight cells is bounded SINC€TQ < 2*RTTS3, it follows from Equation (5) and the
by the totalpreviousallocation. Note that the total previous |2t WO inequalities above that:

allocation is no more thall/2 - TQyrey, < M/2, where ErM—TQ— NE VU (2 RTT-TQ) X > X

TQyrev is the TQ value used then. Therefore the total 2 U RTT + XN

memory usage will never excedd/ - TQ)+ M/2 + TQ ] 4 )
or M and consequently adaptive fasfallocation will not Thus .the new .allocatlon for the VC cqmputed by Equation
cause cell loss. This analysis also explains Wiydivided ~ (3) will be strictly lager thanX. In this way the biér

by 2 in Equation (3). allocation for the VC will keep increasing after each round

Equation (4) allows the frequency of transmitting credit of new allocation, as long as the. achievable bandwidth
cells of the VC, i.e., thé\2 value, to adapt to the VE’ allowed by the currerBuf_Alloc  Xis less thai/N and
currentBuf_Alloc , or equivalentlyits relative bandwidth ~ the total queue lengffiQis less tha*RTT/3 . o
usage. That is, VCs with relatively ¢@r bandwidth usage In fact, the ramp up rate for a VC is exponential in
will use lage N2 values, and thus will reduce their band- number of allocations initiallywhen the bandwidth allowed
width overhead of transmitting credit records upstream. (In PY the credit control is small and wheQis small. V& can
fact, by adaptingN2 value and by packing up to 6 credit gasny gxplaln th|§ exponential ramp up, using the last
credits in each transmitted credit cell, the transmission over-iNequality expression above, for the simplifying case that
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TQ= 0. WhenRTT is lage andX*N/4 is much smaller
than RTT, the middle term is about a factor of twoglr
than the third term. That i is ramped up roughly by a
factor two every new allocation. In general, from the
inequality expression we see thatMf= 2*a*RTT+2*N ,
then the ramp up factor for each allocation is abmut
Therefore the lgera or Mis the faster the ramp up is.

5. Rationale

The receiveoriented adaptive bfdr allocation scheme
in [9] usesMgiven by Equation (5). Analysis and simulation
results have shown that with this choiceMthe adaptive
scheme gives excellent performance in utilization, fairness,
and ramp-up [9].

5.2. Link-by-link flow contr ol to increase quality
of control

Link-by-link flow control has shorter and more predict-

We discuss some key reasons behind the credit-baseable control loop delay than end-to-end flow control. This
approach. In fact, the same rationale, perhaps formulated irimplies smaller memory requirements for switching nodes

a different form, is applicable to any flow control scheme.

5.1. Resouice overallocation to achieve high
efficiency

For eficiency reasons, the si2éd of the total allocated
buffer in the receiver generally needs to bgéartharRTT.
This is overallocation in the sense that if tfiafis 100
percent steady stati®lneed only b&RTT for sustaining the
peak bandwidth of the output link. Howeydor bursty
traffic, we needMto be lager thanRTT to allow high link
utilization and reduce transmission time.

First consider static credit control. If it isfafdable, we
can letBuf Alloc be RTT+N2 for every one of thé\
active VCs. Then by Equation (2) the maximum bandwidth
the VC can achieve is at leasNTbr any value olN. When

a scheduling slot for the output link becomes available, an
“eligible” VC at the sender that has data and credit can

transmitinstantly at the peak link rate. When there are no
other competing VCs, i.elN=1, any single VC can sustain
the peak link rate by Equation (2). Thus, link utilization is
maximized and transmission time is minimized.

Now consider adaptive credit control. As in the static
case,Mneeds to be lge for increased link utilization and
reduced transmission time. For adaptivefdrudllocation M
needs to be lge also for fast ramp up, as analyzed in the
end of Section 4.

Intuitively, receiveroriented adaptation neeB3 T more
buffer than sendeoriented adaptation, because receiver

oriented adaptation involves an extra round-trip delay for

and higher performance in utilization, transmission time,
fairness, etc.

Link-by-link flow control is especially &ctive for
handling transient “cross” triié. Consider Figure 5 where
T is an end-to-end flow controlled tfiafusing some trans-
port-level protocol such as TCP and X is high-priority cross
traffic. If X uses the whole bandwidth of the Switch3’
output link, then the entire window of T for covering the
end-to-end round-trip delay would have to beféngfd to
avoid cell loss. Wh link-by-link flow control, all the
buffers on the path from the source of T to switch3 can be
used to prevent cell loss. In contrast, without link-by-link
flow control, only the bidér at the congestion point (i.e.,
Switch3 in this case) can be used for this purpose.

(@)
Switchl Switch2 S\/V/It\Ch:B /t\SWitch 4
! @_@”) E% O
Cross Taffic X
(b) _ _ _
Switchl Switch2 Switch3 Switcha
—3) @—@ -

Cross Taffic X

Figure 5: (a) W ith link-by-link flow control, all
buffers on the path leading to the congestion

the receiver to inform the sender of the new allocation. Thus point (j.e., Switch3) where traffic T meets cross

the minimum bufr size for receiveoriented adaptation is
increased fromRTT to 2*RTT. Suppose that the total
memory size is lger than the minimum RTT, e.g. as

given by Equation (5). Then the part of the memory that is

above the minimum RTT will provide “headroom” for

traffic X can be used for preventing cell loss;
(b) without link-by-link flow control, only the
buffer in Switch3 can be used.

Moreover suficient predictability in the control loop
delay is necessary for the receiver is to perform policing.

each VC to grow its bandwidth usage under the current pgar issuing a flow control command to the sendbe

buffer allocation. If the VC does increase its bandwidth

receiver will start policing the tra€¢ according to the new

usage, then as_describc_ad in Section 4.3 the ‘_idaptatio'condition only after the control loop delagffective
scheme will notice the increased usage and will subse-icing will not be possible if control loop delay cannot be

guently increase the tfef allocation for the VC [8, 9].

bounded.
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Note that both trdic B and E share the same link
between S4 and S5, and the source of E is closer to the link
than that of B. This is analogous to a parking lot scenario in

To achieve fairness between bursty VCs Sharing theWhiCh E starts from a pOSitiOﬂ closer to the exit than B. In a
same output, it is necessary to have separate queueing fcnormal, real-world parking lot, E would have an unfair
individual VCs. Using a fair round-robin scheduling policy advantage over B by being able to move itself in front of B

among these queues, cells fronfatiént VCs will be sent ~ and get out first. Howevem a good AM network with
out in a fair manner separate virtual circuits for B and E, they ought to share

fairly the bandwidth of the link, as long as they are not
bottlenecked elsewhere in the network.
With this fairness objective in mind, we naturally
consider the performance criterion described belewst,
the VCs on the most congested link will share the link band-
width equally and this determines the rates to be set for
these VCs. Then, apply the procedure to the other VCs with
Rate control is a shaping function, for which various "€ remaining bandwidth of the network. Continue
implementations are possible. For example, when a cell of g"€P€ating the procedure until rates for all the VCs have been
VC with a given rate r arrives, the cell will be scheduled for @SSigned. @ble 1 shows the resulting rates assigned to indi-
output at time 1/r after the previous output of the same VC. Vidual VC groups.
By sorting arriving cells into buckets according to their

5.3. Per-VC queueing to achieve high degre of
fairness

6. Rate-based flow contol

Rate-based flow control consists of two phagase
settingby sources and netwgrndrate contol by sources.
These two phases correspond to thedsudllocation and
credit control phases in credit-based flow control.

departure times, rate control can be implemented without Group Bandwidth Bottleneck Link
perVC queueing (although per rate-bucket queueing may A 1/27 = 0.037 S1-52
be needed). B 2/27=0.074 S4-55
Suppose that trii€ is so steady-state that it is possible to c 2/9=0222 S3-s4
set the rate for each VC perfectly against some performance D 1/27 = 0.037 S1-s2
criteria, and these rates need not change over time to sustai E 227 = 0.074 S4-S5
the taget performance. Then, if the VCs are shaped at the F /820333 5253

Table 1: Expected rates for VC groups
in generic fairness configuration (GFC)

sources according to the set rates, the rate-based flov
control method should work just fine. There would be no

need for link-by-link flow control and p&fC queueing in
the network. The bédr in a switch can also be kept at the

Translating the above mathematical rate-setting proce-

minimum, almost like in a synchronous transfer mode dure into an dicient and robust implementation is a major

(STM) switch.

However setting rates perfectly or near optimally is a
complicated matterConsider for example, the configura-
tion of Figure 6, known at theTM Forum as “Generic
Fairness Configuration” (GFC) [14]. All tfad sources are
assumed to be persistently greedgd can transmit at the
peak link rate when the bandwidth is available.

PD: Propagation delay in cell transmission times over a link of bandwic
PD = 1 for link between host and switch

[]: Link bandwidth
Link bandwidth = 1 if not indicated

(k): Number of VCs in the VC group

D(6) F(2) A(3) C(3) E(6)
[1/3] [2/3
A@Ry—e{ S1 o S2 s3 0 s4 S5 [~ B(3)
PD PD
=1800 =1800 =1800 T =1800
DO BB F@  c@) E(6)

Figure 6: Generic Fairness Configuration (GFC)

challenge. First, under highly bursty ABR fiaf because
load changes rapidlyhere would be no static rate setting
that can be ideal for any significant period of time. When
traffic changes, “optimal” rates to be assigned to the
affected VCs must change accordingly

For this reason, adaptive rate setting is necessary for
bursty trafic, and has been subject to intensive research for
many years. The “Enhanced Proportional Rate-Control
Algorithm (EPRCA)” [12] is one of the latest schemes
considered at the ™ Forum, and represents the kind of
adaptive rate setting schemes this article assumes.

Rate adaptation can not be so precise that the newly
derived rates will be just right with respect to current load,
for at least two reasons. First, information and measure-
ments based on which adaptation is performed can not be
totally complete or up-to-date due to various cost and
implementation constraints. Second, feedback control time
which the adaptation takes to inform sources can vary due
to disparities in propagation delay and link speed, conges-
tion conditions, scheduling policies, and many other factors.
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Rate adaptation should not be precise eitf@rachieve rates allocated to the senders. As in adaptive credit schemes,
high utilization under bursty trt, it is necessary that the the current relative bandwidth usage of individual VCs
total assigned rate for all the VCs over a link be higher thandetermines the rates allocated to them.
the peak link rate. Consider a simple scenario of Figure 7 We describe this rate-based control scheme in credit
involving only two VCs, A and B. Assume that the two VCs style, in referring to the configuration of Figure 4. RST
share the same switch output link of bandwidth 1, and eachbe the maximum of all th&kTTs. We assume that the
have a data burst that would take a unit time to transmit oversenders implement shaping to enforce rates of outgoing
a link of bandwidth 1. Suppose that the B burst arrives oneVCs as set by the receiving end of each link. A sender could
unit time later than the A burst. Then as Figure 7 depicts, inbe a switch, a source host, or any “virtual source” on the

the precise rate setting case where each VC is set with a ratnetwork edge. Below is a pseudocode for the scheme.

of .5, it would take a total of 3 time units to complete the

transmission of both the A and B bursts. In contrast, in the Notations

overallocating rate setting case where each VC is set with aUM

rate of 1, it would take only 2 time units to do the same.
This need of oveallocating resources is similar to that
discussed in Section 5.1 for credit control.

Precise Allocation: VC Rate = 5 _
Peak Link
| Burst A Rate = 1
VC Rate = .5
| BurstB___| (IDLE)
Transmission time = 3X
Over Allocation: _
VCRate=1 Peak Link
Burst A Rate = 1
VC Rate =
Burst A|(IDLE)

N
Transmission time = 2X

Figure 7: Both bursts A and B complete
transmission earlier and make higher utilization
of switch output link in the over-allocating case

than in the precise case.

As discussed above, since adaptatian notandshould

Unoccupied Memory in the shared fmifpool at the
receiver
Allocated Rate for a VC

TAR Total Allocated Rate for all VCs sharing the same
buffer

MR Measured Rate for a VC at the outpub §implify
presentation, measurement code is omitted here.)

TMR Total Measured Rate for all VCs

Rate Setting Algorithm at Receiver
begin
if (UM < 2*RTT*Cur_TAR) or (UM > 8*RTT*Cur_TAR)
Update rates allocated to senders:
New_TAR = UM/(4*RTT);
/I Note New_TAR < Cur_TAR/2 or New_TAR > Cur_TAR*2,
Il respectively.
Compute new allocated rate for each VC:
AR = (MR/TMR)*New_TAR,;
/IAR is proportional to VC's usage.
Send updated ARs upstream
end

The basic idea of this credit-style rate-based scheme is
that as soon as the receiver realizes that UM gets to be “too
small”, i.e.,UM< 2*RTT*TAR, aNew_TARsmaller than
currentCur_TAR will be computed and resultingRs for
individual VCs will be sent upstream. (One can easily see

not be precise, rates set by the adaptation may not be totallynat New TAR < Cur TAR/2 ) Before theNew TAR

correct. Bounding the liability of overrunning switch
buffers is then a first order issue. Ideas from credit coatrol’
method for preventing bigr overflow may be exploited.
This is the subject of the next section.

7. Rate-based contol in credit style

Rate control can use the credit style offeubverflow

takes efect RTT time later some in-flight cells undezur_
TAR may still arrive. These will be no more than
RTT*Cur_TAR cells. Thus,UM will never get below
RTT*Cur_TAR whenNew_TARtakes dfect. This proves
that like credit control this rate-based scheme will not lose
cells due to congestion.

On the other hand, whdgMgets to be “too lge”, i.e.,
UM > 8*RTT*TAR , aNew_TARlarger thanCur_TAR

prevention if the sender reduces its transmission rate wherwill be computed and resultingRs for individual VCs will

the receives bufer gets to be full. In credit control, the

be sent upstream. (One can easily see Nleat TAR >

receiver in this case will send upstream reduced credit ancCur_TAR*2 .) The increasefiiew_TARwill help improve
allocation amounts, as described in Section 4. In ratenetwork utilization and reduce transmission time. Note that
control, the receiver can similarly send upstream reducedNew_ TARwill not be too lage that there could be a danger

rates, as described belownlike in other rate-based
methods we are aware of, it is now the size ofutheccu-

that it will cause bdér overflow WhenNew_TARtakes
effect, UMwill still be at leasZ*RTT*Cur_TAR or 3.5*

pied memory in the receiver that determines the total of RTT*New_TAR If in the futureUMdecreases and gets as
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low as2*RTT*New_TAR, another smalleNew_TARwill has its own window-based flow control mechanism [7]
be computed and used to set new rates in time to prevenwhich interprets lost or delayed packets as evidence of
buffer overflow congestion. Studies by Fang and Chen of Sandia National
This method can achieve zero cell loss and bound thelLaboratories show that TCP connections over credit get
total memory requirement for achieving this. Howeviee close to fair shares of bandwidth and achieve full link utili-
method still needs careful parameter tuning to ensure fair-zation.
ness and @&tiency under bursty tr&€. For example, We have recently conducted flow control experiments on
exactly how fast the AR should be increased or decreased the experimental Harvard/BNRTM switch mentioned
under various network and load conditions needs to beearly in Section 4. The experimental results with TCP and
determined. Simulation results will be reported in a forth- video confirm that credit-based flow control substantially

coming report by Kung and Lin of Harvard. increases étiency under congestion. For example, for
reasons similar to those discussed in Section 5, when
8. Summary of some simulation and multiple TCP sessions compete for bandwidth over a single
experimental results link through a switch with a 200-cell ief, the eficiency is

only 30 percent without flow control. ¥ flow control, the
Substantial simulations done byT™ Forum members efficiency rises to over 98 percent. Flow control also helps

have revealed performance fdiences between flow insulate diferent connections, which experiments have
control mechanisms in three areas: fairness, link utilization, Proved to be particularly important for tiafsuch as video

and switch memory use. Most of these simulations haveWhich does not provide transport-layer flow control and
been performed on the GFC topology shown in Figure 6, €'TOr correction. o _
and would ideally yield the pa&fC bandwidths given in Further stut_jy is needed in this area. For example, it
Table 1. While in many circumstances credit and rate flow Would be of interest to understand the performance of
control perform similarly only credit so far has demon- Various flow control methods for distributed computing and

strated its robustness in achieving high performance undelf large networking scenarios involving many users and a
stressful conditions. Here we present a brief summary of'Wide range of link propagation delays and bandwidths. W
these simulation results, with a focus on work done at €ncourage additional simulation and field tests.
Harvard. For details the reader should contact responsible )
researchers and look into the references. 9. Fundamental issues

A thorough simulation study of credit flow control [9]
shows that it is almost perfectly fair not just with steady  Credit flow control enjoys some fundamental advantages
traffic in the GFC configuration, but also with highly bursty over rate-based control. &\summarize them here in the
traffic over links of widely varying bandwidths and propa- hope of contributing to general understanding of flow
gation delays. A study by Su, Golmie, Chang, and Benmo-control.
hamed of NIST confirms the fairness and high link Rate-based control assumes that the rates for the circuits
utilization of credit over GFC. Simulation results in [9] sharing a link can be made to corgesion sensible values.
show that the same high performance can actually beHowever the network load may change faster than the

achieved with a lgre number of VCs, e.g., 500 active VCs, control system can react. On a very fast network, transfers
sharing the same output link. may also take too little time to achieve a steady state. For

To evaluate the dctiveness of the adaptive ferf algo- instance, TCP sessions often transfer no more than a few

rithm during severe congestion, the simulation suite in [9] dozen KBytes [13] and the required transmission time on a
includes a case where the bandwidth of a bottleneck link islink of OC-3 rate, 155Mbps, is only a few milliseconds. (An
suddenly reduced 100-fold. The simulation results show €xtensive Unix file size survey [4] has shown that the
that during the bandwidth reduction period, not only do new average file length is only around 22KBytes and most files
VCs still ramp up quickly (modulo to inRTT), but also are smaller than 2Kbytes.) This situation will only get

they ramp up in a fair manner worse with increasing network capacitgnd with the
Similar simulations by Bennett, Chang, Kung, and Lin of increasing dferences in bandwidth available in feifent
Fore Systems and Harvard, reported in tHeMAForum, parts of the network.

pinpoint situations in which credit control has unique For this and other reasons discussed in Section 6, rate
advantages. For instance, if one connection alternates sho@daptation can not and should not be precise. Since rates
bursts with long silences, a competing connection can fill in may not be set correctlgontrolling the liability of overrun-
all the gaps with credit control, ensuring full link utilization. ~Ning switch buflers in an dfcient and robust manner is crit-

A good deal of trdfc over future AM networks may ical to a flow control method.
well use existing transport protocols such as TCH/EP
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In particular when a network is heavily loaded with well over a wide range of network conditions. At one
high-priority trafic, switches may want the option of extreme, static allocation of afs to circuits guarantees no
temporarily turning df particular virtual circuits. It might  loss due to congestion, high utilization and fairness, regard-
seem natural to simply give a circuit a rate of zero. less of trafic patterns. This kind of guarantee may be a
However most proposed scheduling mechanisms for hostsrequirement, not just a luxurin order to provide accept-
and switches use inteell gaps to enforce rates. No inter able service under harsh conditions. The adaptive credit
cell gap corresponds to a rate of zero. Some other mechasystem can reduce memory requirements to just a few
nism may be needed to handle cases in which a switctround-trip times worth of cells, while maintaining no loss

would like to set a rate to zero. More generatlg difficult and high performance. Thus a credit system can provide
to design hardware to provide a wide range of accurategood performance even if future networks are nothing like
rates. current predictions. In addition, credit flow control is an

Credit flow control is explicit about how much data a existence proof that congestion control can enforce guaran-
sender may transmit without receiving further credit. Lost teed no data loss.
or delayed feedback messages will not hurt, as the sende As our field experience withTM networks expands, we
would just use the previous allowance. When necestary  will have much to learn, especially on interaction VA
sendels transmission can be stopped completady, efec- flow control with higheflever protocols. Future research in
tively making the rate equal to zero. When receorgnted congestion control should explore the patterns of redicraf
adaptive bukr allocation is used, the receiver can send on high-speed networks. dfking prototypes of the
upstream credit information (e.g:wd_Cnt) together with competing flow control systems should be compared.
the new allocation in the same management cell. If theWithout such experience it is not possible to make proper
management cell is lost or delayed, the sender would justtrade-ofs between performance and cost.
use the previously received credit and allocation; the Standards work and implementations should not exclude
liability of overrunning the receiv&s bufer is bounded. the possibility of experimenting with d&rent flow control

Rate-based methods can be enhanced in controlling theschemes. A system rushed to market is not likely to stand
buffer overflowing problem and thus deciding their memory the test of time, and should have built-in possibilities for
requirements, by using ideas of credit control as outlined inevolution. As a minimum, negotiated use ofetiént flow-
Section 7. Howeverthe resulting rate-based control still control protocols should be allowed fédtive mechanisms
cannot easily handle situations in which management cellsto let switches send out rate-management messages in time
for rate updating are lost or delayed. Sources could slowlyto prevent butr overflow such as those described in
decrease the rate towards zero if no management cellsSection 7, can be studied. Moreqvarsequence number
arrive, but this would be at the expense of lowered networkfield can be included in rate-management messages. This
utilization and increased tfaf delay Ideally sources field would be able to captuféwd_Cnt values and thus
should actually operate at ovaltocated rates for fifiency allow CUP implementation. Independentlysequence
reasons, as we have discussed in Section 6. In contrasnumbers would be useful for the policing as discussed in
credit flow control does not have to worry about all these Section 5.2, anyway-or example, after a switch receives a
issues about how rates should be increased or decreasesequence number originally generated by it and later echoed
Just imagine how hard it would be to make TCP work reli- back by the source, the switch can start policing.
ably and diciently by using rate instead of window control
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